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Abstract. Recently, we have reported photoassociation of laser-cooled Rb and Cs atoms, decay of the RbCs
photoassociation resonances to high levels of the a3Σ+ state, and reexcitation to vibronic levels of the
c(2)3Σ+ state [Kerman et al., Phys. Rev. Lett. 92, 033004; 153001 (2004)]. Considering the reexcitation
spectrum, we report here a preliminary analysis of perturbations in the c state by high levels of the
b3Π and low levels of the B1Π state. Mixing with the B state provides the singlet character needed to
stimulate decay to v = 0 of the X1Σ+ ground state. We conclude that an experimental procedure that
involves photoassociation of laser-cooled atoms, radiative decay, and stimulated Raman transfer to the
ground electronic state is a feasible method for producing translationally, rotationally, vibrationally and
electronically cold RbCs molecules.

PACS. 33.80.Ps Optical cooling of molecules; trapping – 34.50.Gb Electronic excitation and ionization of
molecules; intermediate molecular states (including lifetimes, state mixing, etc.) – 33.20.Kf Visible spectra
– 34.20.-b Interatomic and intermolecular potentials and forces, potential energy surfaces for collisions –
33.15.Pw Fine and hyperfine structure

1 Introduction

Recently, there has been intense interest in the produc-
tion of ultracold diatomic molecules. A number of lab-
oratories have reported translationally and rotationally
cold homonuclear diatomic molecules from the decay of
photoassociation resonances [1–8] while others have used
Feshbach resonance states [9–16]. Bose condensates [17,18]
and Fermionic condensates [19] have been produced from
these cold molecules. There has also been progress in
the production of cold polar (heteronuclear) diatomic
molecules using the above techniques [20–24]. With the ex-
ception of the report of tentative evidence for the produc-
tion of K2 molecules in the v = 0 level of the ground X1Σ+

g

state [4], these methods have not yet yielded molecules
that are electronically and vibrationally as well as trans-
lationally and rotationally cold. The techniques of buffer
gas cooling, which has been used for CaH [25], VO [26],
and PbO [27], and electrostatic slowing, which has been
achieved for beams of (metastable) CO [28], ND3 [29],
OH [30], and YbF [31] do yield cold molecules in the
ground vibronic state. At present, molecular translation
temperatures obtained with buffer gas loading and elec-
trostatic slowing are not yet comparable to those achieved

� A supplementary table (Tab. I) is only available in
electronic form at http://www.eurphysj.org
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by laser cooling techniques. Other techniques that have
shown promise include selection of the Boltzmann tail [32],
condensation onto helium nanodroplets [33] and direct
laser cooling of molecules [34].

Polar molecules have attracted interest because of
special properties of condensates with interparticle dipo-
lar interactions [35,36] and special behavior in exter-
nal fields [37]. The particular motivation for work at
Yale on the polar molecular species, RbCs, has been the
goal of producing addressable qubits [38]. The cold po-
lar molecules are to be placed in an optical lattice in the
presence of a spatially varying electric field, so that due
to the Stark effect, transition frequencies will depend on
the position of the polar molecules in space. The prequi-
site for this scheme is the production of molecules that
are vibrationally as well as rotationally cold, hence sta-
ble to collisional damping effects. Progress towards the
goal of producing ultracold v = 0 RbCs molecules has
now been reported in the form of photoassociation [23]
and detection of products of decay of the photoassocia-
tion resonances [24]. We report here more detail on the
reexcitation from levels populated by decay of the pho-
toassociation resonances (PAR). The goal of this phase of
the experimental work is to efficiently populate the ground
vibrational level of the ground electronic state (X1Σ+) in
one stimulated Raman step following the decay of an opti-
mally chosen PAR (see Fig. 1). We will make use of infor-
mation from the observed spectral transitions, combined
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Fig. 1. Proposed scheme for populating the v = 0 level of the
X state from photoassociation of Rb and Cs atoms: sponta-
neous decay to levels of the a3Σ+ state, reexcitation to a high
level of the c3Σ+ state, followed by stimulated decay to v = 0
of the X state.

with results of ab initio calculations [39–41] to arrive at
model potentials and spin-orbit coupling terms. This re-
port will also discuss the gaps in our understanding of the
molecular structure.

A general scheme of the proposed approach is shown
in Figure 1 The zero of the energy scale in this figure and
throughout the paper unless indicated otherwise is the
minimum of the X state potential. We have given many
of the electronic states letter names following customary
usage for other alkali diatomic molecules.

As discussed in [24], reexcitation of the decay prod-
ucts of the photoassociation resonances has been inter-
preted as originating primarily from the a3Σ+ state. The
most prominent transitions are to the c3Σ+ state, which
was denoted the (2)3Σ+ state in reference [24]. To induce
stimulated Raman decay to the X1Σ+ state, mixing with
a singlet state is needed. Hence in this report, there will be
special attention to mixing of upper levels of the c state
with B1Π levels. Because the c state is also perturbed
by the b3Π state, the level structure is complex and the
observed transitions are only approximately assigned. We
will lay out the available information and the analysis we
have been able to perform to date.

In the following discussion, Section 2 outlines the ex-
perimental methods and Section 3 summarizes the ob-
servations. Section 4 presents our characterization of the
a state, which is the lower state in all transitions discussed
here. Section 5 outlines the Hamiltonian, the numerical
methods, and the model form for the interatomic poten-
tials for modeling the excited states and Section 6 sum-
marizes the results of our analysis of the data on the c
state and its perturbers. There is considerable attention
to perturbations between the c and b states, but the pri-

mary interest is in the c − B interaction, which makes it
possible to stimulate decay to the singlet ground state.

2 Experimental techniques

The 85Rb and 133Cs atoms used for PA were collected and
cooled in a dual-species, forced dark SPOT [42] magneto-
optical trap (MOT) [23]. The atomic density n and atom
number N were measured to be nRb = 7 × 1011 cm−3,
NRb = 2 × 108, nCs = 1 × 1012 cm−3, NCs = 8 × 108

using two absorption imaging systems along orthogonal
directions, with each probe beam containing both Rb and
Cs resonant wavelengths. Independent measurements of
N in which the trapping light was switched to resonance
and the resulting transient fluorescence collected on a cal-
ibrated photodiode agreed to within 20%. The tempera-
tures of both species were measured to be ∼75 µK, using
time-of-flight absorption imaging.

The PA transition was driven by a Ti:sapphire laser
producing ∼500 mW around 900 nm, just below the low-
est atomic asymptote Rb 5S1/2 + Cs 6P1/2 (Fig. 1). This
beam was focused onto the atomic clouds, with an e−2

waist size of ∼380 µm, producing an intensity sufficient
to saturate the PA resonances used here. The frequency
of this beam was actively locked to a previously observed
PA resonance [23]; it was coupled into a Fabry-Perot op-
tical spectrum analyzer, along with a fraction of the Rb
trapping laser, which was used as a frequency reference.
The optical spectrum was digitized in real time, and the
relative peak locations were used as feedback to stabilize
the laser frequency.

The ionization laser pulses were both of ∼7 ns dura-
tion, and were separated in time by ∼10 ns using a ∼3 m
optical path difference. The first, resonant pulse had a
tunable frequency in the near-infrared (IR), from 8350 →
10650 cm−1, and a typical peak intensity of 3×108 W/m2.
It was generated using the output of a pulsed dye laser
operating from 14000 → 18400 cm−1 at 10 Hz with
pulse energies up to ∼20 mJ, and a spectral linewidth
≤0.05 cm−1. This output was sent through a high pres-
sure H2 Raman cell (Light Age LAI 101 PAL-RC); for
sufficiently high intensity, stimulated Raman scattering
coherently produces additional frequency components off-
set by the H2 vibrational splitting of 4155.25(5) cm−1 (by
our own measurement). A dispersing prism was used to
spatially separate the first or second Stokes (downshifted)
Raman order, which was directed into the vacuum cham-
ber. Its frequency was monitored using a wavemeter with
0.05 cm−1 absolute accuracy. The second, ionizing pulse
was at 532 nm and had a typical intensity of 6×109 W/m2;
it was derived from the doubled Nd:YAG laser used to
pump the dye laser.

Ions were detected using a channeltron (Burle 5901)
biased at −2 kV, ∼3 cm from the atoms. A second elec-
trode on the opposite side of the atoms was biased at
+2 kV. The channeltron current was digitized during a
4 µs interval after each laser pulse using a 100 MHz data
acquisition system (National Instruments PCI-5112), re-
sulting in a time-of flight mass spectrum like that shown
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Fig. 2. Time of flight spectrum.

in Figure 2. The RbCs+ mass peak was observed only if
both Rb and Cs atoms were trapped, and the PA laser was
resonant with a suitable excited RbCs� level. The small
Rb+ and Cs+2 peaks in the spectrum arose respectively
from the ionization of cold Rb atoms, and Cs2 molecules
produced by the trapping light (that is, independent of
the PA laser) from cold Cs atoms. The larger Cs+ peak
resulted primarily from RbCs molecules via off-resonant
multi-photon ionization [22] by the 532 nm pulse.

Bound-bound molecular spectra were obtained by
stepping the frequency of the IR pulse, while recording
the area under each mass peak. For each wavelength point,
the time-of-flight mass spectrum was averaged over twenty
shots of the pulsed laser. To ensure that we only detected
RbCs molecules in their ground electronic manifold (the
a3Σ+ or X1Σ+ electronic states), the PA laser was ex-
tinguished ∼100 µs before each ionizing pulse using a
mechanical shutter, allowing any higher-lying electronic
states ample time to decay. The intensities of the IR and
532 nm pulses were kept sufficiently low that neither by it-
self, nor the two in combination, produced RbCs+ ions off-
resonantly. Occasionally, however, resonant features were
observed to result purely from the IR pulse, due to mul-
tiphoton processes. To prevent these from appearing in
the spectrum, the 532 nm pulse was chopped off for every
other shot using a shutter, and the mass spectra with and
without it were subtracted for each frequency.

3 Observations

Initially, it was expected [23] that 0+ photoassociation res-
onances would decay to high and moderately high vibra-
tional levels of the ground X1Σ+ state, while 0− PARs,
which have negligible singlet character, would decay only
to levels of the a3Σ+ state. (We recall that for J = 0
states below the Rb(5S) + Cs(6P) limit, the 0+ manifold
is composed of the A1Σ+ and b3Π+

0 states, while the 0−

channel involves the c3Σ+
0 component rather than A1Σ+.)

Contrary to our expectation, the reexcitation spectra from
both 0+ and 0− PARs exhibited a similar spectra of rel-
atively weak transitions at low energy (such as those on
the left end of Fig. 3 and shown more extensively in Fig. 2

Fig. 3. Reexcitation spectrum showing predominant a → c
transitions, each with c state Ω = 1 and 0 components plus
a state vibrational satellites. c state vibrational numbers are
indicated at top. The horizontal scale is the energy of the laser
photon. To obtain the energy of the upper state levels excited
by the strongest a state vibrational component (v = 37), one
must add the energy of the v = 37 level, which is 3831.18 ±
0.6 cm−1 above the minimum of the X state. We attribute the
intensity minimum at v = 7 to a node in the Franck-Condon
overlap.

Fig. 4. (a) Detailed scans over the transition to the v = 5 level
of the c state, showing the components from various a state
vibrational levels. (b) Calculated Franck-Condon factors for
decay of the 0− photoassociation resonance 38 cm−1 below the
Cs(P1/2) threshold to various vibrational levels of the a state.

of Ref. [24]) and then at higher energy, a robust series
of vibronic bands that can be identified as a → c transi-
tions, seen prominently in Figure 3. For each c state vibra-
tional level, there are two rho-doublet components associ-
ated with |Ω| = 1 (lower) and Ω = 0, separated by about
9 cm−1 at low v. For each component, there is a series of
peaks originating from shallow bound vibrational levels of
the a state, with intensities that depend on the branching
ratios for decay of the chosen photoassociation resonance.
These will be referred to as “vibrational satellites”. For
v = 5 of the c state, the doublet components and the vi-
brational satellites are shown in Figure 4a from a scan in
which the 0− photoassociation resonance (PAR) 38 cm−1

below the Rb(5S) + Cs(6P1/2) threshold was used, as is
the case for all figures in this paper. The a state potential
will be discussed further in the following section.
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The strength of the a → c transitions is partly ex-
plained by relatively large Franck-Condon factors arising
from the fact that inner wall of the a state lies just inside
the Re of the c state. It may be that for 0+ PARs, ob-
served reexcitation from the X state is weak because of
the detection process as well as because of smaller Franck-
Condon factors in the reexcitation step. From the a state,
one expects also a → A/b transitions, and these are prob-
ably what appear before the onset of the a → c bands,
as in Figure 3. Over a range of 400 cm−1 in laser en-
ergy, we have found about 16 transitions that exhibit a
similar vibrational satellite structure as the a → c transi-
tions. Three of these can be associated with transitions to
known A/b upper levels, but the remainder are unidenti-
fied and do not exhibit expected G(v) intervals. All avail-
able data [43,44] on the A and b states below the c state
come from laser induced fluorescence of levels excited from
the X1Σ+ state or from transitions from the (4)1Σ+ state
to the A/b levels, each of which connect to levels of par-
ity (−1)J (so-called e parity levels) and overwhelmingly
favor Ω = 0 levels of the b state. By contrast, excitation
from the a state can also populate f parity states (total
parity −(−1)J) and Ω = 1 and 2 levels, for which there is
at present little information. Such states would have ex-
tremely weak transitions to X state levels, hence even if
known, would not be of direct interest for producing cold
X state molecules.

At higher energies, the regular a → c bands are per-
turbed by interactions first with the b state, and even-
tually with the B state. Figure 5 shows scan segments
over various a → c bands from c(v = 0) up to c(v = 37)
demonstrating a high degree of regularity of the upper
state level structure up through c state v = 30. The vi-
brational satellites arising from transitions from different
levels of the a state as in Figures 3 and 4 form a persis-
tent pattern, as well as the rho-doubling interval, which
varies slowly with v. Throughout these data scans, there
are undoubtedly weaker a → A/b transitions from lower
levels of the a state (below v = 32) transitions that are
difficult to assign because of overlapping by lines of the
dominant a → c sequence. However, we claim that there
are unmistable effects of c− b perturbations, as discussed
below. Normally, when one studies perturbations in molec-
ular spectroscopy, one has a series of rotational levels that
exhibit an avoided crossing, for example. In this instance
of excitation from cold molecules, rotational structure is
not resolved, and the perturbation appears simply in the
vibrational structure.

The scan segments in Figure 5 show that for transi-
tions to c state levels above v = 30, there are extra lines
beyond the a → c doublet and its vibrational satellites.
One observes also shifts of the a → c transitions, and in-
tensity borrowings. The c3Σ+

0 components are also shifted
by coupling with b3Π0, but this is not shown in this display
format in which all the 3Σ+

0 peaks are vertically aligned.
Although we cannot assign the extra lines in detail, we
take the shifts and intensity patterns to indicate that the
extra lines are not primarily from other band series, such
as transitions from the X state. The data scans for v = 31

Fig. 5. Scans over various a → c bands with a uniform hori-
zontal scale, and with the transitions to the c3Σ+

0 component
aligned. Solid vertical lines denote transitions from a(v = 37)
to c state doublet components as calculated from the fitted
potentials. Each scan exhibits the vibrational satellites that
are shifted relative to the v = 37 transition as in Figure 4. In
addition there are extra lines arising from transitions to b3Π0

and 3Π1 levels that are identified only approximately. The cal-
culated positions for transitions from a(v = 37) are indicated
with vertical dashed lines.

through 37 show an evolving sequence of additional peaks
for which the intensities roughly correlate with the frac-
tion of c state character in our (approximate) model. This
is consistent with the hypothesis that the a → c transition
amplitude is significantly stronger than the a → b transi-
tion amplitude, either due to the electronic factor or the
vibrational overlap factors. Only when there is sufficient
c state admixture do transitions to mostly b state levels
become observable.

The first evidence of perturbation shifts occurs in the
v = 31 band (Fig. 5), in which the c3Σ+

1 peak is dis-
placed by about 1.4 cm−1 relative to the position inter-
polated from v = 30 and 32. A calculated b3Π1 peak
(dashed vertical line) is located at the displaced position
in our model. This is partly fortuitous, since we cannot
reliably model the b3Π potential because of inadequate
data. Scans at higher energies show a sharp decrease of
the rho-doublet interval as well as extra lines, shifts and
intensity anomalies.

Figure 6 shows observed lines close to the expected
minimum of the B state. From the sequence of a → c
transitions, it is evident that there is a discontinuity in the
spacings, and we attribute that to effects of the B state.
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Fig. 6. This part of the reexcitation spectrum shows irregu-
larities in the progression of a3Σ+ → c3Σ+ transitions that we
attributed to coupling with the B1Π state as well as the with
the b3Π state. Here the letters A, B, C, D and E attached to
the thick lines at the top denote calculated transitions to levels
that are predominantly 3Σ+

1 ,3 Σ+
0 ,3 Π0,

3 Π1, and 1Π , respec-
tively. Clearly, the perturbation effects are not yet modeled
quantitatively.

Quantitative understanding of coupling between the c and
B1Π state requires first modeling the b− c perturbations
which begin to be seen about 270 cm−1 below the pre-
sumed onset of the B state. Although they are peripheral
to the B− c interaction, the main focus of this report, the
c − b interaction is a significant hurdle in our modeling
efforts. We will now discuss the model for the a state and
the excited states, and the fitting procedure.

4 The a state

Before presenting our analysis of the upper state level
structure, we discuss the information available for the
a3Σ+ state, since all transitions discussed here originate
from a state levels. We have calculated a state eigenval-
ues using a potential constructed from the ab initio results
of Allouche et al. [39], supplemented with the long range
potential parameters obtained from the careful analysis
of the X state potential by Fellows et al. [45]. The DVR
numerical method [46,47], discussed below, was used to
compute the eigenvalues of this single channel problem.

We have compiled the intervals between the vibra-
tional satellites, such as those shown in Figure 4a, relative
to the strongest one (tentatively assigned to v = 37) for
≈10 of the lowest a → c bands. The results are shown in
Figure 7. The average values of these differences (thin ver-
tical lines) agree well with the thick lines at the bottom
of the figure, which represent eigenvalue differences cal-
culated from the hybrid potential described above. Since
it was not possible to unambiguously assign more deeply
bound levels, and since no information on rotational struc-
ture was available, we were not able to optimize the a state
potential beyond this original estimate. The resultant vi-

Fig. 7. Positions of the vibrational satellite peaks for various
a → c bands, relative to the strongest peak, which has been
tentatively assigned to v = 37. The thin vertical lines indicate
the average values of these differences, while the thicker lines
at the bottom are the positions of these peaks calculated from
the a state potential discussed in the text. “L” = dissociation
limit.

brational numbering, given in Figure 4, will be adopted in
the following discussion although it is definitely tentative.

The v = 37 level of the a state is calculated to
lie 4.96 ± 0.6 cm−1 below the Rb(5S) + Cs(6S) thresh-
old, which is 3836.14 cm−1 above the minimum of the
X state [45]. Figure 4b shows calculated Franck-Condon
factors for decay from this same PAR to these high levels
of the a state. Differences between these Franck-Condon
factors and the observed line strengths indicate that our
a state potential is not totally correct, hence uncertainties
of ±0.6 cm−1 are attached to the a state binding energies.

Transitions to very much higher c state vibrational
levels produced a slightly different intensity distribution
over the a state levels. Other photoassociation resonances
yielded a different distribution of a state levels upon decay
but were studied less extensively.

5 Analysis of data on excited states

5.1 Hamiltonian elements and numerical methods

The model Hamiltonian we employ is based on a dia-
batic basis of states of given S, Λ, and Ω, where S is
the total spin. Λ and Ω are the projection of orbital
and total angular momentum, respectively, along the in-
ternuclear axis [48]. The Hamiltonian is the sum of sev-
eral terms: H(R) = HK + HV (R) + Hso(R) + Hrot(R),
and is a function of R, the internuclear distance. The ki-
netic energy operator, HK = −(�2/2µ)∂2/∂R2 is diago-
nal over the 2S+1ΛΩ basis, but is represented by a full
matrix over the discrete variable representation (DVR)
mesh points [46,47]. HV (R) includes non-relativistic R-
dependent potentials plus spin-independent relativistic ef-
fects, Hso(R) includes diagonal and off-diagonal spin-orbit
interactions, and Hrot(R) expresses the effects of rotation,
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which will be unimportant in this work. The non-zero ma-
trix elements of HV (R) + Hso(R) are:

〈3ΠΩ|H |3ΠΩ〉 = V (3Π) + (Ω − 1)∆bb (1)

〈3Σ+
Ω |H |3Σ+

Ω〉 = V (3Σ+
Ω) (2)

〈1Π |H |1Π〉 = V (1Π) (3)

〈3Σ+
1 |H |1Π〉 = ∆cB (4)

〈3Π1|H |1Π〉 = −∆bB (5)

〈3Σ+
|Ω||H |3Π|Ω|〉 = ∆cb(δ1,|Ω| +

√
2δΩ,0) (6)

where the potential functions, V (3Σ+), V (1Π), V (3Π),
and spin-orbit functions, ∆ij , are functions of R. δij is
the Kronecker δ function and H† = H .

In the traditional band-by-band analysis of diatomic
spectra, expectation values of HV (R) are obtained over
vibronic wavefunctions such that the Hamiltonian pa-
rameters to be fitted are the vibronic energies, G(v),
rotational parameters, B(v), centrifugal distortion pa-
rameters, and diagonal and off-diagonal spin-orbit terms,
A(v) and α(v, v′). In this work as in other recent stud-
ies [43,49,50], we perform direct fits to the potentials
and spin-orbit functions, by diagonalization of DVR ma-
trices. The DVR method is similar to the Fourier grid
Hamiltonian method [49,51] in that it produces an accu-
rate representation of the kinetic energy and takes into
account interactions among all coupled vibronic levels.
Trigonometric basis functions result in equidistant mesh
points [46]. A scaling function [47], R = r0/y2 − rs, was
used here to increase the density of mesh points at the
potential minimum relative to the long range regime.

5.2 Model potentials and spin-orbit functions

For relatively shallow bound states, such as the RbCs c
and B states, we have found that the modified Lennard-
Jones (MLJ) potential of Hajigeorgiou and Le Roy [52]
adequately expresses the expected long range behavior
(we are not directly probing the long range states near
the dissociation limit in this work) and also provides ad-
equate parameters to adjust the short-range well. If the
leading term of the potential is asymptotically known to
be Cn/Rn, the MLJ potential is able to reproduce this
asymptotic behavior by means of a potential of the form

V (R) = De

[
1 −

(
Re

R

)n

e−βMLJ(z)z

]2

, (7)

where De is the dissociation energy. βMLJ(z) is defined as

βMLJ(z) =
M∑

m=0

βmzm. (8)

To ensure the correct asymptotic form, the highest order
term in z is chosen to be

βM = ln[2De(Re)n/Cn] −
M−1∑
m=0

βM . (9)

C6 parameters for Rb(5S) + Cs(6P) atoms were taken
from Marinescu and Sadeghpour [53]. The other MLJ pa-
rameters were initially obtained by least squares fit to an
ab initio potential. As the experimental data obtained for
this study included no rotational information, Re values
for the a, c and B states were initially fixed at the ab initio
values. Later, Re for the c state was adjusted from the
ab initio value of 5.30 Å to 5.255 Å so that Franck-Condon
factors calculated for transitions from v = 37 of the a state
would exhibit a minimum at v = 7 of the c state, as in
the experimental data shown in Figure 3 (other relative
intensities in this figure reflect substantial saturation ef-
fects). This adjustment must be considered tentative be-
cause it is based on the tentative a state potential dis-
cussed above (Sect. 4). The βm(m �= M) parameters for
the c and B states were eventually adjusted by a fit to the
experimental term value data. In calculating eigenvalues
of the Hamiltonian, the rotational quantum number, J ,
was taken to be unity, (J = 0 would exclude levels of
Ω = 1, such as c3Σ1).

For the more deeply bound b and A states, the
Dunham/RKR [54,55] expansion was used together with
a polynomial interpolation to connect with the long
range behavior of [53]. (For deeply bound state, the MLJ
approach produced anomalous effects at small and/or
large R.)

Relativistic (Hund’s case c) potentials that include
spin-orbit effects were reported in [40] and have been used
at certain points in our work. However, near avoided cross-
ings, the relativistic wavefunctions change rapidly with R,
introducing non-adiabatic effects that are not well-known
and are difficult to model in the fitting procedure. Hence
we prefer to use case a “non-relativistic” potentials plus
spin-orbit coupling functions to model the observed data.
Thus representations of the large diagonal and off-diagonal
spin-orbit functions are essential for accurately modeling
the energy levels of RbCs. Although there have been many
calculations of the analogous spin-orbit functions for other
alkali dimers [50,51,56–58], ab initio spin-orbit functions
are just beginning to become available for RbCs [41].

In every case in which diagonal or off-diagonal spin-
orbit functions for heteronuclear or homonuclear alkali
dimer states dissociating to the lowest S+P atomic limit
have been calculated as a function of R, a signifi-
cant dip has been found at an R value slightly greater
than Re [50,51,56–58]. This has been attributed [59] to
reduction of the amplitude of the P atomic basis states in
the molecular wavefunction as R decreases from ∞, before
the rise of spin-orbit interactions as the united atom limit
is approached. In view of this trend, and lacking more pre-
cise functional information, we have modeled each of the
spin-orbit functions with Morse functions, normally used
for diatomic potentials:

∆i(R) = Pi(1)+[Pi(2) − Pi(1)]
[
1 − e{Pi(3)[Pi(4)−R]}

]2

.

(10)
The asymptotic limits of the spin-orbit functions, (Pi(2) in
the above expression) are known to be equal to one-third
the atomic fine structure splitting, or that quantity times
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√
2 in the case of off-diagonal Ω = 0 elements. The R value

at minimum (Pi(4)), the minimum values (Pi(1) above),
and the width of the minimum (Pi(3)) are left to be ad-
justed to optimally fit the data. With this parametriza-
tion, reference [43] reported preliminary information on
RbCs b state and the A− b spin-orbit coupling functions.
Improved results have been obtained more recently [44]
(see Fig. 9 below).

6 Potentials and parameters for the c state
and perturbers

Of the potentials displayed in Figure 1, all electronic states
dissociating to Rb(5S) + Cs(6P) are appreciably coupled
by the large spin-orbit functions. States dissociating to
Rb(5P) + Cs(6S) are only weakly coupled to this manifold
of states because the predominant electronic configuration
differs by two orbitals. Of the latter manifold of states, the
(3)1Σ+ state is calculated [40,39] to extend down even be-
low the B1Π state that dissociates to Cs(6P), as shown
in Figure 1. This state may contribute some small per-
turbation effects to states with Ω = 0+, but since it has
not been accurately characterized from experimental data
and since the coupling elements are presumably small, this
state has been omitted in the analysis. The coupled states
that we will be concerned with are therefore c3Σ+, B1Π ,
b3Π , and to a lesser extent, A1Σ+.

With the expanded Hamiltonian matrix, perturba-
tion effects at higher v can be modeled to some extent.
Spin-orbit functions couple components of equal Ω be-
tween the c3Σ+

1 , b3Π1, and B1Π states. The informa-
tion presently available on the b state consists of spec-
troscopic data [43,44] on perturbed A1Σ+ − b3Π0 levels
up to 12,700 cm−1 above the minimum of the X state,
corresponding to approximately v = 3 of the c state. The
available information on |Ω| = 1 components is very lim-
ited, and for |Ω| = 2 components there is no information.
More detailed potentials for the |Ω| = 1 components of
the b, c and B states for the region of special interest here
are shown in Figure 8, as obtained from fits to the exper-
imental data, while fitted spin-orbit functions are shown
in Figure 9. Figure 8 shows potentials with and without
off-diagonal spin-orbit effects included. For the low rota-
tional levels (J < 4) observed here, the |∆| = 1 Coriolis
coupling effects are negligible.

To a first approximation, values of the different spin-
orbit elements can be related to each other by standard
molecular-orbital theory [48]. For example, ∆Bb is nom-
inally equal to ∆bb. For other alkali dimers [56–58], dif-
ferences between these two functions have been found
in ab initio calculations, but since no such results are
presently available for RbCs, we will assume ∆bb = ∆Bb

here. We have obtained tentative fitted values for the other
spin-orbit functions, as discussed below.

The measured energies, obtained from the laser en-
ergy at peak positions in the laser scan plus the energy
of the v = 37 level of the a state as quoted above, were
used to adjust the MLJ βm potential parameters for the

Fig. 8. Potential curves for the b, c and B states. Solid (short
dashed) lines denote fitted (ab initio) non-relativistic poten-
tials, long dashed lines are ab initio potentials with spin-orbit
interactions.

Fig. 9. Spin-orbit functions fitted from RbCs spectroscopic
data.

c state, and to fit the spin-orbit interaction functions. Ta-
ble 1 gives Te, Re, and ωe values for the two c state compo-
nents as well as for the B1Π state, from a fit that included
spin-orbit coupling functions (among states dissociating to
Rb(5S) + Cs(6P)). It also gives Te and ωe for the c state
components deduced simply from the observed band po-
sitions, with no deperturbation process. Table 2 gives the
observed energies, and energies calculated from the fitted
potentials, of a few representative levels of low, interme-
diate and high v. A more complete listing is available in
the supplementary Online Material (Tab. I). These listings
show that up to the perturbation region, most observed
c state levels are fit to an accuracy of about 0.3 cm−1 or
better (apart from the 0.6 cm−1 absolute uncertainty in
the position of the v = 37 a state level). Above energies of
about 13500 cm−1 (v = 31), residuals in the fit increase,
reflecting the fact that the perturbations are presently not
accurately modeled.

The spin-orbit functions shown in Figure 9 are ob-
tained from the perturbation shifts as well as from “extra
lines” in the a → c spectrum and are constrained by the
Morse function parametrization. The large R limits are
from the well-known atomic fine structure intervals. For
small values of R, it is difficult to estimate the uncertainty
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Table 1. Parameters for the c3Σ+
1 , c3Σ+

0 , and B1Π states as
compared with ab initio results of reference [40]. Te and ωe

are in cm−1, Re is in Angstroms. The “partially deperturbed”
values are obtained from fitting with a Hamiltonian matrix
that includes off-diagonal spin-orbit interaction functions. The
Re values for the c state were obtained by matching a → c
Franck-Condon factors with observed intensities, as discussed
in the text.

c3Σ+
1 c3Σ+

0 B1Π

ab initio results of reference [40]

Te 12635.0 12636.0 13743.0

Re 5.325 5.31 4.616

ωe 29.1 32.2 40.8

This work — direct fit to G(v)

Te 12591.9(2) 12600.9(2)

ωe 31.8 31.8

This work — partially deperturbed

Te 12584.5(2) 12588.8(2) 13736.3(6)

Re 5.255 5.255 4.672

ωe 32.1 31.6 36.1

of these curves, which must be regarding as preliminary
at this point. The smallest minimum occurs in the func-
tion that couples B1Π and c3Σ+

1 , and this is substan-
tially smaller than the minimum of the other functions.
We note that the relativistic potential curves of [40] ex-
hibit an extremely small avoided crossing between the 1Π
and 3Σ+

1 curves, which also suggests that in this region of
R ≈ 4.5 Å, the B − c coupling is small.

For the lower vibrational levels of the c state, the split-
ting between the lower (Ω = 1) and upper (Ω = 0) com-
ponent (ρ-doubling) varies slowly with v, as is evident
from the scans in Figure 5, hence they can be modeled by
different Te and ωe values for the two components. One
can also attempt to explain this splitting by spin-orbit in-
teractions with other states in the Hamiltonian manifold.
Since the B state lies above the lowest 35 c state levels,
B − c spin-orbit coupling lowers the c3Σ+

1 components of
these lower c state levels, but does not affect the Ω = 0
components. The predominant c− b interactions are those
with b state levels below the c state levels (because of the
Franck-Condon overlap factors), so both Ω components
are raised by c − b spin-orbit coupling. However, as seen
in equation (6), the Ω = 0 spin-orbit coupling element
is

√
2 times larger than the Ω = 1 element. Therefore

the c − b interactions also raise the c state Ω = 0 levels
relative to the Ω = 1 elements. Thus, by expanding the
Hamiltonian matrix to include the B and b states, part of
the observed ρ-doubling of the c state can be explained.
The ρ-doubling interval is about 9.0 cm−1 at low v, as
seen from the “non-deperturbed” values in Table 1. From
the partially deperturbed fit results given in Table 1, the
residual difference in the c state Te values is 4.3 cm−1.
In other fit results, including levels at higher energy, the
residue ∆Te can be as small as 2 cm−1. These residual
splitting values could arise from spin-orbit couplings with

Table 2. Representative values for observed energies, differ-
ences with calculated energies (in cm−1), and calculated frac-
tional compositions. “|Ω|” identifies the level as either 3Σ+

Ω or
3ΠΩ, (the fractional compositions indicate which) and v gives
the vibrational quantum number of the assigned symmetry.

Obs Diff.

Term Obs-Calc |Ω| v 3Σ+
Ω

3ΠΩ
1Π

12607.59 −0.28 1 0 0.997 0.003 0.000

12616.69 0.15 0 0 0.995 0.005

12639.41 −0.19 1 1 0.997 0.003 0.000

12648.61 −0.06 0 1 0.994 0.006

12670.91 −0.02 1 2 0.996 0.004 0.000

12680.01 0.11 0 2 0.994 0.006

12702.25 0.07 1 3 0.996 0.004 0.000

12711.49 0.02 0 3 0.994 0.006

12733.50 0.03 1 4 0.996 0.004 0.000

12742.90 −0.15 0 4 0.993 0.007

... ... . .. ... ... ...

13135.74 −0.15 0 17 0.980 0.020

13153.45 −0.29 1 18 0.983 0.017 0.000

13165.03 −0.14 0 18 0.979 0.021

13182.46 −0.26 1 19 0.980 0.019 0.000

13194.19 −0.09 0 19 0.976 0.024

13211.33 −0.17 1 20 0.978 0.022 0.000

13240.25 −0.20 1 21 0.975 0.024 0.001

13252.29 −0.10 0 21 0.972 0.028

13269.02 −0.13 1 22 0.972 0.028 0.001

13280.81 0.28 0 22 0.969 0.031

13297.53 0.15 1 23 0.968 0.031 0.001

13309.83 0.07 0 23 0.966 0.034

13326.39 0.06 1 24 0.964 0.035 0.001

13338.37 0.25 0 24 0.963 0.037

... ... . .. ... ... ...

13566.14 −0.03 0 32 0.925 0.075

13585.44 −0.18 1 33 0.906 0.091 0.003

13587.03 0.67 0 114 0.216 0.784

13594.67 −0.34 0 33 0.919 0.081

13614.54 −0.47 1 34 0.898 0.099 0.003

13622.90 −0.40 0 34 0.913 0.087

13644.47 1.01 0 116 0.240 0.760

13651.25 −0.62 0 35 0.907 0.093

13674.79 −0.99 0 117 0.252 0.748

13679.99 −1.26 0 36 0.900 0.100

13701.38 0.37 0 118 0.264 0.736

13704.44 0.90 1 114 0.230 0.762 0.008

13708.63 −1.84 0 37 0.893 0.107

13728.47 0.88 0 119 0.275 0.725

13733.94 −0.05 1 115 0.237 0.755 0.008

13737.18 −2.37 0 38 0.885 0.115

13755.76 0.81 0 120 0.287 0.713

13762.37 0.42 0 39 0.878 0.122

13790.61 0.11 0 40 0.871 0.129

13796.13 −0.04 1 1 0.128 0.023 0.849
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Table 3. Calculated Franck-Condon factors based only on the
B1Π component of the mixed c − b − B wavefunctions, for
various upper state levels near the minimum of the B1Π state.

Energy Fractions FC Factors ×104

(cm−1) 3Π1
1Π 3Σ+

1 X(v = 0) X(v = 1)

13618.25 0.788 0.007 0.205 1.0 0.3

13676.55 0.770 0.007 0.222 1.1 0.3

13700.43 0.124 0.008 0.868 1.1 2.5

13705.33 0.762 0.008 0.230 1.1 0.2

13733.89 0.755 0.008 0.238 1.3 0.3

13756.75 0.100 0.295 0.605 65.7 202.8

13759.90 0.040 0.716 0.244 125.1 408.1

13796.09 0.023 0.849 0.128 8.6 16.9

13814.07 0.135 0.152 0.714 14.9 40.5

13830.16 0.045 0.728 0.227 76.8 245.2

states outside our Hamiltonian matrix, but undoubtedly
also reflect inaccuracies of our fitted spin-orbit coupling
functions.

At higher energies, the pattern of a → c transitions is
disrupted more drastically due to perturbations with the
B1Π state, which is of crucial importance for inducing
transitions to the X1Σ+ ground state. As seen in Fig-
ure 6, there is a discontinuity in the progression of a → c
bands near laser excitation energy of 9950 cm−1 (ener-
gies of 13780 cm−1 relative to the minimum of the X
state). This discontinuity occurs close to the minimum
of the B1Π state predicted in ab initio calculations [39].
According to our model, observed c3Σ+

1 vibronic levels
in this region have a significant amount of B1Π charac-
ter. The calculated Franck-Condon overlaps with v = 0
of the X state, taking into account only the B1Π part
of the wavefunction, are given in Table 3. We hope to
be able to detect cases in which the Franck-Condon fac-
tor is as small as 10−4. As indicated in the table, sev-
eral cases with adequate fraction of c3Σ+

1 character offer
Franck-Condon factors, defined in this manner, of more
than 50 times this magnitude. This has encouraged us to
attempt experiments to stimulate decay of c state levels
to v = 0 and 1 of the X state by resonant laser light.
Results of these efforts, which will be reported elsewhere,
have been promising, leading us to believe that the route
PAR → a → c/B → X(v = 0) will produce adequate
numbers of translationally, rotationally, vibrationally and
electronically cold polar molecules that are the goal of this
phase of our work.

In summary, our molecular structure model includes
non-relativistic Born-Oppenheimer potentials and spin-
orbit coupling functions that depend on R. Its applica-
tion to the problem at hand is limited by inadequate data
on rotational structure and on b3Π levels in the area of
interest, which makes assignments in the region of the
c−b−B perturbations somewhat uncertain. Nevertheless,
this model appears to be adequate for our present goals,
namely to design a method to produce v = 0 ultracold
RbCs molecules.
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